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Abstract

This paper focuses on vision-based pose estimation for multiple rigid objects placed in clutter, especially in cases involv-

ing occlusions and objects resting on each other. Progress has been achieved recently in object recognition given

advancements in deep learning. Nevertheless, such tools typically require a large amount of training data and significant

manual effort to label objects. This limits their applicability in robotics, where solutions must scale to a large number of

objects and variety of conditions. Moreover, the combinatorial nature of the scenes that could arise from the placement of

multiple objects is difficult to capture in the training dataset. Thus, the learned models might not produce the desired level

of precision required for tasks, such as robotic manipulation. This work proposes an autonomous process for pose estima-

tion that spans from data generation to scene-level reasoning and self-learning. In particular, the proposed framework

first generates a labeled dataset for training a convolutional neural network (CNN) for object detection in clutter. These

detections are used to guide a scene-level optimization process, which considers the interactions between the different

objects present in the clutter to output pose estimates of high precision. Furthermore, confident estimates are used to label

online real images from multiple views and re-train the process in a self-learning pipeline. Experimental results indicate

that this process is quickly able to identify in cluttered scenes physically consistent object poses that are more precise than

those found by reasoning over individual instances of objects. Furthermore, the quality of pose estimates increases over

time given the self-learning process.
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1. Introduction

A critical capability of a robot is to be able to identify the

six-degree-of-freedom (6-DoF) poses of objects in their

surroundings so as to be able to manipulate them. Many

environments, however, contain cluttered scenes, where

objects are placed in complex arrangements, and can only

be partially observed from the robot’s viewpoint due to

occlusions. An example of such a setup exists in current

day warehouses, where robots are being deployed for tasks

such as picking from bins, packing, and sorting. Recently,

deep learning methods, such as those employing convolu-

tional neural networks (CNNs), have become popular for

object detection (Redmon et al., 2016; Ren et al., 2015)

and pose estimation (Kehl et al., 2017; Xiang et al., 2018),

outperforming alternatives in object recognition bench-

marks. These desirable results are typically obtained by

training CNNs using datasets that involve a very large num-

ber of labeled images. However, these datasets need to be

collected in a way that captures the intricacies of the

environment the robot is deployed in, such as lighting con-

ditions, occlusions, and self-occlusions, in clutter.

The recent Amazon Picking Challenge (APC) (Correll

et al., 2016) has reinforced this realization and has led into

the development of datasets specifically for the detection of

objects inside cluttered shelving units (Rennie et al., 2016;

Singh et al., 2014; Zeng et al., 2017). These datasets are

created either with human annotation or by incrementally

placing one object in the scene and using foreground mask-

ing. An increasingly popular approach to avoid manual

labeling is to use synthetic datasets generated by rendering

3D CAD models of objects with different viewpoints.

Synthetic datasets have been used to train CNNs for object
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detection (Peng et al., 2015) and viewpoint estimation (Su

et al., 2015). One major challenge in using synthetic data is

the inherent difference between virtual training examples

and real testing data. For this reason, there is considerable

interest in studying the impact of texture, lighting, and

shape to address this disparity (Sun and Saenko, 2014).

Another issue with synthetic images generated from render-

ing engines is that they display objects in poses that are not

necessarily physically realistic. Moreover, occlusions are

usually treated in a rather naive manner, i.e., by applying

cropping, or pasting rectangular patches, which again

results in unrealistic scenes (Movshovitz-Attias et al., 2016;

Peng et al., 2015; Su et al., 2015).

This motivates the development of a synthetic dataset

that could capture the known parameters of the environment

and generate data accordingly. It should also be able to

avoid overfitting to the unknown parameters. The first key

idea presented in this work is the use of a physics engine in

a synthetic dataset generation pipeline. The physics engine

defines environmental constraints on object placement,

which naturally capture in the training set, the distribution

of object poses that can realistically appear during testing.

Furthermore, a physics engine is a very convenient tool to

parameterize the unknown scene features, such as illumina-

tion. Randomization over such parameters is very effective

in avoiding overfitting to synthetic textures of objects.

Even after detecting all the objects in a given image

using a trained CNN, the problem of estimating the 6-DoF

poses of the objects in the 3D workspace involves geo-

metric reasoning regarding the position and orientation of

the detected objects. Very recently end-to-end learning for

6-DoF pose estimation was proposed by Kehl et al. (2017)

and Xiang et al. (2018). These methods predict the approx-

imate 6-DoF poses and are often followed by an online

local optimization process in the form of iterative closest

points (ICP) (Besl and McKay, 1992). Other solutions that

have been developed use a CNN for object segmentation

(Hernandez et al., 2016; Zeng et al., 2017) followed by a

3D model alignment step using point cloud registration

techniques (Besl and McKay, 1992; Mellado et al., 2014).

The quality of the pose estimate, however, can still suffer

due to over-reliance on the learned models.

The second key observation of this work is to treat

individual object predictions with some level of uncertainty

and perform a global, scene-level optimization process that

takes object interactions into account. This information

arises from physical properties, such as respecting gravity

and friction as well as the requirement that objects do not

penetrate one another. Through this physical reasoning,

which is achieved by incorporating physics simulations,

the resulting pose estimates for the objects are of improved

accuracy and by default consistent. In this way, they can be

directly used in the context of manipulation planning

framework.

Once the system has access to an object detector and a

pose estimation process, it could already be deployed for

the desired application. However, as the system performs

its task, it gets access to data in the operation domain which

it did not have access to initially. This data could be very

useful in further improving the performance of the system.

Nevertheless, this data is not labeled. This motivates the

need for automatically labeling real images and adding

them to the existing synthetic dataset.

Overall, the current work has two contributions.

Algorithmically, this work proposes a Monte Carlo tree

search (MCTS) based optimization process for scene-level

reasoning with physics-based priors. The MCTS-based

algorithm searches over the cartesian product of individual

object pose candidates to find the optimal scene hypothesis

with respect to a score defined in terms of similarity of ren-

dered hypothesized scenes with the input data. The search

performs constrained local optimization for each of these

candidate object poses via physics correction and ICP. This

helps in pruning a large search space and, thus, quickly

achieving accurate pose estimates. Second, this work pro-

vides a complete pipeline for 6-DoF pose estimation of

objects placed in clutter. The main components of the pro-

posed pipeline include the following.

� A physics simulation tool, which uses scene informa-

tion, such as the placement of a resting surface (e.g.,

tabletop, shelf, etc.), object models, and camera calibra-

tion to set up an environment for generating training

data. The tool performs physics simulation to place

objects at realistic configurations and renders images of

scenes to automatically generate a synthetic dataset to

train an object detector. This tool exploits the known

environmental constraints and randomizes the unknown

parameters to generate a dataset, which captures, to a

good extent, the properties of clutter.
� A self-learning process, which employs a robotic

manipulator to autonomously collect multi-view images

of real scenes and to label them automatically using the

object detector trained with the above physics-based

Fig. 1. Top: A physically-realistic dataset is generated and is

used to train a CNN for object detection. Bottom: In the online

phase, pose estimation is performed via a Monte Carlo tree

search process, which performs scene-level reasoning to output

physically realistic pose estimates of higher accuracy.
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simulation tool. The key insight behind this system is

the fact that the robot can often find a good viewing

angle that allows the detector to accurately label the

object and estimate its pose. The object’s predicted pose

is then used to label images of the same scene taken

from more difficult and occluded views. The transfor-

mations between different views are known because

they are obtained by moving the robotic manipulator.

The proposed pipeline is evaluated over four challenging

datasets, namely, the Shelf&Tote dataset (Zeng et al., 2017),

Linemod (Hinterstoisser et al., 2012), Linemod-Occluded

(Brachmann et al., 2014), and the Extended Rutgers RGBD

dataset, which was collected by the authors and labeled to

test the applicability of the physics-based scene-level rea-

soning process.

On the Shelf&Tote dataset, the proposed pipeline, which

bootstraps pose estimation with a synthetic dataset outper-

forms state-of-the-art systems that have access to labeled

real images. Extended Rutgers RGBD dataset was collected

to reflect different levels of physical dependencies between

objects. Evaluation over this dataset shows that the MCTS-

based reasoning could quickly identify physically realistic

accurate poses for complex setups where approaches that

consider individual object instances fail to provide a good

solution. Finally, the entire pipeline was evaluated on

Linemod and Linemod-Occluded according to a recently

published benchmark on pose estimation (Hodan et al.,

2018) and the proposed approach outperforms several

state-of-the-art techniques on this task.

This paper is an integration of two conference articles by

the same authors into a complete framework for object pose

estimation (Mitash et al., 2017, 2018). It expands upon the

technical details provided in the aforementioned articles

and provides additional examples as well as evaluations. In

particular, it contributes a comprehensive process for object

pose estimation, which starts with the generation of training

data in physics-based simulation, followed by the steps of

congruent set matching to generate object pose hypothesis,

pose clustering to reduce the cardinality of the hypothesis

set, and a scene-level optimization process to get accurate

pose estimates. It also discusses how the obtained pose esti-

mates can be used in a self-learning process to reduce the

domain gap that might exist between the simulated training

data and real test scenes. The dataset and code for the entire

pipeline have been made publicly available (at http://
www.physimpose.com).

2. Related work

This section discusses the different methodologies for object

pose estimation and their relation to the current work.

2.1. Local point descriptors

One popular approach to pose estimation is to match feature

points between textured 3D models and images (Collet

et al., 2011; Lowe, 1999; Rothganger et al., 2006). This

requires, however, textured objects and good lighting condi-

tions, which has instead motivated the use of range data.

Some range-based techniques compute correspondences

between local point descriptors on the observed scene and

on the object CAD models. Once correspondences are estab-

lished, robust detectors such as generalized Hough transform

(Ballard, 1981) or random sample consensus (RANSAC)

(Fischler and Bolles, 1981a) are used to compute the rigid

transform that is consistent with the majority of correspon-

dences. Several local descriptors are available (Aldoma

et al., 2012a), such as signature of histograms of orientations

(SHOT) (Tombari et al., 2010), fast point feature histogram

(FPFH) (Rusu et al., 2009), and Spin Images (Johnson and

Hebert, 1999). There has also been work on improving the

efficiency of RANSAC and Hough transform (Papazov and

Burschka, 2010; Tombari and Di Stefano, 2010). Feature-

based approaches can be extended to multi-view object rec-

ognition (Pillai and Leonard, 2015) and pose estimation

(Erkent et al., 2016) so as to increase accuracy relative to

single frame estimates. This family of methods depends on

local surface information, which is sensitive to the resolution

and quality of sensor and model data. The features are often

parameterized by the area of influence, which is not trivial

to decide. Smaller area could lead to less discriminative fea-

tures between different surfaces on the object, while a larger

area could result in sensitivity to occlusion and noise.

2.2. Oriented point pair features

One proposed way to counter these limitations is to use

oriented point pair features (Drost et al., 2010) so as to cre-

ate a global object model in the form of a map that stores

the model points that exhibit each feature. This map can

then be used to match the features in the scene and to obtain

the object pose through a fast voting scheme. This idea was

later extended to incorporate color (Choi and Christensen,

2012), geometric edge information (Drost and Ilic, 2012),

and visibility context (Kim and Medioni, 2011). Recently,

point pair features were used for segmenting the scene into

several clusters, where each cluster generates a separate

pose hypothesis (Birdal and Ilic, 2015). The votes are

weighted based on the probability of visibility of model

points. Recent work (Hinterstoisser et al., 2016) used a

sampling strategy for scene points by reasoning about the

size of the object model. The approach modifies the voting

scheme to accommodate sensor noise by also voting in the

neighboring bins. Point pair features have been criticized in

some occasions for performance loss in the presence of

background clutter, sensor noise, and also due to their

quadratic computational complexity.

2.3. Template matching and coordinate

regression

Another category of methods for pose estimation is based

on template matching, such as Linemod (Hinterstoisser
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et al., 2012) and variants such as Hodaň et al. (2015). This

method is based on viewpoint sampling around a 3D CAD

model and building templates for each viewpoint based on

color gradient and surface normals, which are later matched

to compute object pose. GPU-based implementations help

to speed-up computation (Cao et al., 2016). Other popular

approaches (Brachmann et al., 2014; Krull et al., 2015;

Tejani et al., 2014) are based on learning to predict 3D

object coordinates in the local model frame. A recent effort

(Michel et al., 2017) performed geometric validation on

these predictions using a conditional random field. The per-

formance of these approaches can be highly dependent on

the predictions of three-dimensional object coordinates

from the random forest, which are not trivial to train.

Template matching approaches, on the other hand, often fail

to reason about occlusions.

2.4. Deep learning

The success of deep learning on problems related to object

detection and semantic segmentation (Long et al., 2015;

Ren et al., 2015) has motivated their use for aspects of pose

estimation or for the development of direct pipelines for

pose estimation (Xiang et al., 2018). Inspired by the applic-

ability of CNNs for descriptor learning of RGB-D views

(Wohlhart and Lepetit, 2015), recent work (Kehl et al.,

2016) has demonstrated deep learning of descriptive fea-

tures from local RGB-D patches used to create 6D pose

hypotheses. Similarly, CNNs have been used to detect

semantic keypoints to estimate the 6- DoF pose consistent

with the keypoints (Pavlakos et al., 2017). Deep learning

has also been integrated in a principled way with a global

search for the discovery of 3- DoF poses of multiple

objects (Narayanan and Likhachev, 2016). There are also

other data-driven approaches for identifying features for

object recognition (Bo et al., 2014). The success of these

approaches often depends on representative labeled training

data. In addition, these methods are often followed by a

local optimization process, such as ICP, which is not

always sufficient for fixing the errors and ambiguities in

predictions. The current work leverages the success of deep

learning in the task of object segmentation. It considers,

however, the uncertainties in individual object predictions

to guide a global optimization process to estimate poses.

2.5. Registration methods

Many recent pose estimation techniques (Hernandez et al.,

2016; Mitash et al., 2018; Zeng et al., 2017) integrate

CNNs for segmentation with pointset registration tech-

niques (Mellado et al., 2014). Popular local registration

approaches are Iterative Closest Points (ICP) (Besl and

McKay, 1992) and its variants (Bouazix et al., 2013; Mitra

et al., 2004; Rusinkiewicz and Levoy, 2001; Segal et al.,

2009; Srivatsan et al., 2017), which typically require a

good initialization. Otherwise, registration requires finding

the best aligning rigid transform over the 6-DoF space of

all possible transforms, which are uniquely determined by

three pairs of (non-degenerate) corresponding points. A

popular strategy is to invoke RANSAC to find aligned tri-

plets of point pairs (Irani and Raghavan, 1996) but suffers

from a frequently observable worst case O(n3) complexity

in the number n of data samples, which has motivated

many extensions (Cheng et al., 2013; Gelfand et al., 2005).

The 4PCS algorithm (Aiger et al., 2008) achieved O(n2)
output-sensitive complexity using four congruent point

basis instead of three. This method was extended to

Super4PCS (Mellado et al., 2014), which achieves O(n)
output-sensitive complexity. The accuracy of these meth-

ods, however, highly depends on the predictions from the

object detector.

2.6. SLAM

SLAM (Durrant-Whyte and Bailey, 2006; Thrun et al.,

2005) is a popular problem in robotics which deals with

constructing the map of an unknown environment with a

sensor mounted on a robot while simultaneously keeping

track of the location of the robot in the world frame.

Recently, a popular strategy in this field is object-based

SLAM (McCormac et al., 2018; Salas-Moreno et al.,

2013), which performs object pose estimation and tracking

using a depth sensor and uses the relative configurations of

the objects to reason about the location of the camera.

Several such approaches also make use of synthetic data-

sets with simulated camera trajectories to learn semantic

information for indoor scenes (McCormac et al., 2017).

There have also been efforts (Stein and Roy, 2018) at brid-

ging the domain gap between these synthetic scenes and

sensor-acquired images for semantic labeling via image

translation techniques such as CycleGAN (Zhu et al.,

2017). Although these work have a notion of using syn-

thetic dataset for learning semantic scene segmentation and

of applying scene-level constraints, this problem space is

quite different from that of object pose estimation in clut-

tered scenarios.

2.7. Global scene-level reasoning

A popular approach to resolve conflicts arising from local

reasoning is to generate object pose candidates and perform

a hypothesis verification (HV) step (Akizuki and

Hashimoto, 2016; Aldoma et al., 2012b, 2013). The

hypotheses generation in most cases occurs using a variant

of RANSAC (Fischler and Bolles, 1981b; Mellado et al.,

2014). One of this method’s drawbacks is that the gener-

ated hypotheses might already be conflicted due to errors

in object segmentation and thus performing an optimiza-

tion over this might not be very useful. A recently proposed

method reasons globally about the hypotheses generation

process (Michel et al., 2017). Nevertheless, this requires

explicit training for pixel-wise predictions. Another

approach to counter these drawbacks corresponds to an

exhaustive but informed search to find the best scene
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hypothesis over a discrete set of object placement config-

urations (Narayanan and Likhachev, 2016). A tree search

formulation as described above was defined to effectively

search in 3-DoF space. It is not easy, however, to apply the

method for 6-DoF pose estimation due to scalability and

resolution issues.

This work shows that by training an object detector with

an autonomous clutter-aware process, it is possible to gen-

erate a set of object candidate poses by a fast global point

cloud registration method, which only has local geometric

conflicts. Generating candidate poses in this manner and

then applying a search process, which constrains each

object expansion to other object placements, leads to sig-

nificant improvements in the final pose estimation results.

3. Problem setup

This work considers the problem of estimating the 6D poses

of N known objects fO1, . . . ,ONg in a scene, captured by

an RGB-D camera. Knowledge of the following elements is

assumed.

� Geometric models are given as textured triangular

meshes fM1, . . . ,MNg for all objects present in the

scene. Mass of objects are kept constant across all

objects and friction, and linear and angular damping

coefficients for objects are set to maximum within the

simulator.
� Triangular mesh and pose Trs for the resting surface of

the objects, such as a shelf or a table in a global refer-

ence frame.
� The intrinsic and extrinsic parameters K, Tcam for the

camera.

The estimated poses are returned as a set of rigid-body

transformations fT1, . . . , TNg, where each Ti = (ti,Ri) cap-

tures the translation ti 2 R3 and rotation Ri 2 SO(3) of

object model Mi in a globally defined reference frame.

4. Approach

This section presents the proposed approach for object rec-

ognition and pose estimation. It first describes how a data-

set of labeled images could be generated autonomously to

train a CNN for object detection. It then outlines how the

detection output of CNNs is used in a search process to

obtain 6-DoF pose estimates of multiple objects present in

the scene. Finally, it describes a self-learning pipeline that

uses the pose estimation output to label real images from

multiple views and re-train the detector to improve its

performance.

4.1. Generating the training dataset

The first component of the proposed framework physically

simulates scenes containing target objects and generates

images of the corresponding scenes using the parameters of

a known camera. This is used to generate a synthetic

dataset for training a CNN -based object detector. The pipe-

line for this process is depicted in Figure 2.

The dataset generation process mimics a real-world

setup involving a sensing system for robotic manipulation,

where a camera is mounted on a robotic arm. The robot is

placed in front of a surface for object placement (resting

surface), such as a shelf-bin or table-top, which contains

the objects. In such a setup, forward kinematics can be

used to provide the 6-DoF pose Tcam of the camera.

Furthermore, a camera calibration process provides the

intrinsic parameters of the camera K. The pose of the rest-

ing surface Trs relative to the robot is determined by a

RANSAC-based estimation process (Fischler and Bolles,

1981b). For instance, for the shelf depicted in Figure 2,

such a pose estimation process was implemented by com-

puting the edges and planes on the retrieved depth data and

matching them against the known geometry of the shelf.

Given the above information as input, the method aims

to render and automatically label several images in simula-

tion as discussed in Algorithm 1.

The algorithm simulates a scene by first selecting ran-

domly a set of objects O from the list of available object

models M1:N (line 3). The initial pose of an object is pro-

vided by function INITIAL_RANDOM_POSES (line 4), which

samples uniformly at random along the x and y axes from

the range ( �dimi

2
, dimi

2
), where dimi is the dimension of the

resting surface along the ith axis. The initial position along

the z axis is fixed and can be adjusted to either simulate

dropping or placing. The initial orientation is sampled

appropriately in SO(3). Then, function PHYSICS_SIM is

called (line 5), which physically simulates the objects and

allows them to fall due to gravity, bounce, and collide with

each other as well as with the resting surface. Any inter-

penetrations among objects or with the surface are treated

by the physics engine. The final poses of the objects PO
final,

when they stabilize, resemble real-world poses. Gravity,

friction coefficients, and mass parameters are set at similar

values globally and damping parameters are set to the max-

imum to promote fast stabilization.

The environment lighting and point light sources are

varied with respect to location, intensity, and color for each

rendering (line 6). Simulating various indoor lighting

sources helps to avoid over-fitting, which makes the train-

ing set more robust to different testing scenarios. Once

lighting conditions are chosen, the simulated scene is ren-

dered from multiple views using the pre-defined camera

poses (line 6). The rendering function RENDER requires the

set of stabilized object poses TO
final, the camera viewpoint as

well as the selected lighting conditions and intrinsic camera

parameters (line 7). Finally, perspective projection is

applied to obtain 2D bounding box labels for each object

in the scene with function PROJECT (line 8). The overlapping

portion of the bounding boxes for the object that is further

away from the camera is pruned.

The generated synthetic dataset is used to train an object

detector based on Faster-RCNN (Ren et al., 2015), which

utilizes a deep VGG network architecture (Simonyan and

Mitash et al. 5



Zisserman, 2015). The dataset generation module has

been implemented using the Blender API, which

internally uses the Bullet physics engine and has been pub-

licly shared (https://github.com/cmitash/
physim-dataset-generator).

A critical requirement for learning with synthetic data

as discussed above is the need for modeling the domain in

the simulation. The precision with which the geometry and

texture of the objects and support surface need to be mod-

eled depends on the set of objects to be detected. If the

objects have very different geometries, a noisy modeling of

the shape using surface reconstruction technique such as

KinectFusion (Izadi et al., 2011) is good enough for the

recognition task, such as in the Linemod dataset

(Hinterstoisser et al., 2012). If there are multiple objects

with similar geometry, accuracy in modeling the texture

and color is more critical to achieving a good performance,

for example in the Shelf&Tote dataset (Zeng et al., 2017).

Other physical properties such as mass and friction coeffi-

cients of objects have been kept as constant over all

objects for the scope of this work while object material

properties and parameters corresponding to the illumina-

tion of the environment have been randomized within a

wide domain.

Fig. 2. Pipeline for physics aware simulation. The 3D CAD models are generated and loaded in a calibrated environment on the

simulator. A subset of the objects is chosen for generating a scene. Objects are physically simulated until they settle on the resting

surface under the effect of gravity. The scenes are rendered from known camera poses. Perspective projection is used to compute 2D

bounding boxes for each object. The labeled scenes are used to train a Faster-RCNN object detector (Ren et al., 2015), which is tested

on a real-world setup.

Algorithm 1: PHYSIM_CNN(Tcam,Trs,K,M1:N )

//Tcam: set of camera poses for rendering
//Trs: pose of the resting surface
//K: intrinsic camera parameters
//M1:N : mesh models for all N objects

1. dataset ;
2. while (jdatasetj\ desired size) do
3. O a random subset of objects from M1:N ;
4. TO

init INITIAL_RANDOM_POSES(O);
//random initial pose within a specified domain is assigned to each object in O

5. TO
final PHYSICS_SIM(TO

init, Trs, O);
//physics simulation is performed to obtain the final, physically consistent object pose
for objects in O

6. Light PICK_LIGHTING_CONDITIONS();
7. foreach (view 2 Tcam) do
8. image RENDER(TO

final, view, K, Light);
9. {labels, bboxs} PROJECT(TO

final, view);
//set of object poses TO

final is used to generate bounding-boxes in all views
10. dataset dataset [ (image, labels, bboxs);
11. Train FASTER-RCNN with the generated dataset;
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4.2. Pose estimation

The next component of the system is a method for 6-DoF

pose estimation. It proceeds by:

1. generating a set of pose hypotheses based on the detec-

tions from the previously trained detector for each

object present in the scene; and

2. searching efficiently over the set of joint hypotheses

for the most globally consistent solution.

Global consistency is quantitatively evaluated by a score

function. The score function measures the similarity

between the actual observed depth image and a rendering

of the objects in simulation using their hypothesized poses.

The hypothesized poses are adapted during the search pro-

cess, so as to correspond to poses where the objects are

placed in a physically realistic and stable configuration

according to a physics engine that simulates rigid object

dynamics.

4.2.1. Hypothesis generation. Some of the desired proper-

ties for a set of 6D pose hypotheses are as follows:

� informed and diverse enough such that the optimal

solution is either already contained in the set or a close

enough hypothesis exists so that a local optimization

process can fine-tune it and return a good result;
� limited in size, as evaluating the dependencies among

the hypotheses set for different objects can lead to a

combinatorial explosion of possible joint poses and sig-

nificantly affect the computational efficiency;
� does not require extensive training.

This work considers all of these properties while gener-

ating the hypothesis set. The pseudocode for hypothesis

generation is presented in Algorithm 2.

The detector trained with the autonomous training pro-

cess proposed in the previous section is used to extract

bounding-box (bboxO) for each object O in the scene.

Fig. 3. The process of hypotheses generation for objects present in the scene. The process starts with extracting object segments S1:3

using Faster-RCNN, followed by a congruent set matching process to compute a set of possible model transformations (T1:3) that

correspond to the respective segments. These transformations are then clustered to produce object- specific hypotheses sets (H1:3).

Algorithm 2: GEN_HYPOTHESIS(RGB,depth,M1:N )

//Given an RGB-D image and a set of object models M1:N , GEN_HYPOTHESIS generates pose candidates hO

for each object O.
1. H  fhO = ;,8O 2 M1:Ng;
2. foreach object O in the scene do
3. bboxO  RCNN_DETECT(RGB, O);

//bounding box is detected for object O using the trained Faster-RCNN detector.
4. PO  GET_3DPOINTS(bboxO, depth);

//3D point cloud of object O is extracted from the depth image according to bbox
5. TO  CONGRUENT_SET_MATCHING(MO,PO);

//a set of pose candidates is generated as illustrated in Figure 4
6. fclustertr, centertrg  KMEANStr(TO);

//candidate poses are clustered according to their translation vectors using the KMeans
algorithm.

7. foreach cluster C in clustertrdo
8. fclusterrot, centerrotg  K-KMEANStr(C);

//candidate poses within cluster C are further clustered according to their Euler angles
using Kernel-KMeans.

9. hO  hO [ (centertr, centerrot);
10. H  H [ hO;
11. return H;
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This, in turn, gives a segment PO of the 3D point cloud.

Segment PO is a subset of the point cloud of the scene and

contains points from the visible part of the object O.

Segment PO frequently contains some points from nearby

objects because the bounding box does not perfectly match

the shape of the object.

The received point set PO is then matched to the object

model MO in the subroutine CONGRUENT_SET_

MATCHING in Algorithm 2 to generate pose candidates for

the object. This module, inspired by the Super4PCS

(Mellado et al., 2014) algorithm, iteratively samples a set

of four co-planar points from PO called the base and finds

sets of four points on the model which are congruent under

rigid transformation to the base. Each pair of congruent

sets gives a pose hypothesis. The matching process is

depicted in Figure 4. The fact that the distances, angles,

and ratios of the intersection of line segments are main-

tained over a rigid transform is used to come up with an

efficient linear time algorithm for finding the congruent

sets. The time complexity of this process is O(n + m + k),
where n is the number of points on the sampled object

model, m is the number of point pairs on the model which

are at the same distance as a point pair on the sampled

base, and k is the number of the congruent sets found cor-

responding to the sampled base. As opposed to RANSAC

(Fischler and Bolles, 1981b), which has a time complexity

of O(n3) for matching a set of three points to all triplets of

points on the model, this process better exploits the geo-

metric constraints from rigid transformations and effi-

ciently produces a relatively small set of pose candidates.

Nevertheless, Super4PCS evaluates each of these trans-

formations to find the one that achieves the best alignment

according to the largest common pointset (LCP) metric.

This returned transformation, however, is not necessarily

the optimal object pose as the point cloud segment

extracted via the detection process could include parts of

other objects or due to lack of visible surface might not be

informative enough to compute the correct solution. This

motivates the consideration of other possible transforma-

tions for the objects, which can be evaluated in terms of

scene-level consistency.

Thus, the proposed process retains a set of possible

transformations TO computed using congruent set matching

within a given time budget to. It is interesting to consider

the quality of the hypotheses set returned by the above pro-

cess by measuring the error between the returned pose

hypotheses and the ground truth. For this purpose, a valida-

tion dataset containing 90 object poses was used.

Specifically, in each hypothesis set, the pose hypothesis

that has the minimum error in terms of rotation is selected

as well as the one with the minimum translation error. The

mean errors for these candidates over the dataset are listed

in Table 1. The results positively indicate the presence of

hypotheses close to the true solution. Specifically, the can-

didate with the minimum rotation error seems almost per-

fect in the rotation and not very far even with respect to

translation. Nevertheless, this hypothesis set contained

approximately 20,000 elements. It is intractable to evaluate

scene-level dependencies for that many hypotheses per

object as the combined hypotheses set over multiple objects

grows exponentially in size.

4.2.2. Clustering of hypotheses. To reduce the cardinality

of the hypotheses sets returned by the subroutine

CONGRUENT_SET_MATCHING in Algorithm 2, this work pro-

poses to cluster the 6D poses in each set TO, given a dis-

tance metric. Computing distances between object poses,

which are defined in SE(3), in a computationally efficient

Table 1. Evaluating the quality of the hypotheses set returned by Super4CPS with respect to different metrics.

Metric for selection Mean Rotation error Mean Translation error

[All hypotheses] max. LCP score 11.16� 1.5 cm
[All hypotheses] min. rotation error from ground truth 2.11� 2.2 cm
[All hypotheses] min. translation error from ground truth 16.33� 0.4 cm
[Clustered hypotheses] min. rotation error from ground truth 5.67� 2.5 cm
[Clustered hypotheses] min. translation error from ground truth 20.95� 1.7 cm

Fig. 4. The congruent-set-matching process which

finds sets of four points on the scene and on the object model

that are congruent under rigid transformation. All the point pairs

on the model M with distances similar to jp1 � p3j and jp2 � p4j
on the sampled base, can be found in linear time using an

efficient technique as described in Mellado et al. (2014). Then

four-point congruent sets are found by evaluating these point

pairs based on other invariances such as ratios and angles.
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manner is not trivial (Zhang et al., 2007). This challenge is

further complicated if one would like to consider the sym-

metry of the geometric models, so that two different poses

that result in the same occupied volume given the object’s

symmetry would get a distance of zero.

To address this issue, a two-level hierarchical clustering

approach is followed. The first level involves computing

clusters of the pose set in the space of translations (i.e., the

clustering occurs in R
3 by using the Euclidean distance

and ignoring the object orientations) using a K-means pro-

cess (Arthur and Vassilvitskii, 2007) to obtain a smaller set

of cluster representatives clustertr. In the second level, the

poses that are assigned to the same clusters are further clus-

tered based on a distance computed in the SO(3) space that

is specific to the object model, i.e., by considering only the

orientation of the corresponding pose. The second cluster-

ing step uses a kernel K-means approach (Dhillon et al.,

2004), where the cluster representative is found by mini-

mizing the sum of kernel distances to every other point in

the cluster. This process can be computationally expensive

but returns cluster centers that nicely represent the accuracy

of the hypotheses set. By using this clustering method, the

size of the hypotheses set can be reduced down from

20,000 rigid transforms in TO to 25 object pose hypotheses

in hO for each object in the scene. The two bottom rows of

Table 1 evaluate the quality of the cluster representatives in

the hypotheses set. This evaluation indicates that the clus-

tering process returns hypotheses as cluster representatives

that are still close to the true solution. In this way, it pro-

vides an effective way of reducing the size of the hypoth-

eses set without sacrificing its diversity.

4.2.3. Search. Once the hypotheses set is built for each

object in the scene, the task reduces to finding the object

poses that lie in the physically consistent neighborhood of

the pose candidates and best explain the overall observed

scene. In particular, given:

� the observed depth image ID;
� the number of objects in the scene N;
� a set of 3D mesh models for these objects M1:N ;
� and the sets of 6D transformation hypotheses for the

objects h1:N (output of Algorithm 2);

the problem is to search in the hypotheses sets for an N-

tuple of poses T1:N so that Ti 2 f (hi), i.e., one pose per

object. The set T1:N should maximize a global score com-

puted by comparing the observed depth image with the ren-

dered image R(T1:N ) of object models placed at the

corresponding poses T1:N . Here, f is the constrained local

optimization of the object pose hi based on physical con-

sistency with respect to the other objects in the scene and

also the fact that the same points in the scene point cloud

cannot be explained by multiple objects simultaneously.

Then, the global optimization score is defined as

C(ID, T1:N )=
X
p2P

Sim(R(T1:N )½p�, ID½p�)

where p is a pixel (i, j) of a depth image, R(T1:N )½p� is the

depth of pixel p in the rendered depth image, ID½p� is the

depth of pixel p in the observed depth image,

P = fpjR(T1:N )½p� 6¼ 0 or ID½p� 6¼ 0)g and

Sim(R(T1:N )½p�, ID½p�)=
1, if jR(T )½p� � ID½p�j\e

0, otherwise

�

for a predefined precision threshold e. Therefore, score C
counts the number of non-zero pixels p that have a similar

depth in the observed image ID and in the rendered image R
within an e threshold. Thus, overall the objective is to find:

T �1:N = arg max
T1:N2f (h1:N )

C(ID,R(T1:N ))

At this point, a combinatorial optimization problem

arises so as to identify T�1:N, which is approached with a

tree search process. A state in the search tree corresponds

to a subset of objects in the scene and their corresponding

poses. The root state s0 is a null assignment of poses. A

state sd at depth d is a placement of d objects at specific

poses selected from the hypotheses sets, i.e.,

sd = f(Mi, Ti), i = 1 : d} where Ti is the pose chosen for

object Mi, which is assigned to a tree depth i. The goal of

the tree search is to find a state at depth N, which contains

a pose assignment for all objects in the scene and maxi-

mizes the above-mentioned rendering score. Algorithm 3

describes the expansion of a state in the tree search process

towards this objective.

The EXPAND routine takes as input the state sd at tree

depth d, the point cloud segment corresponding to the next

object to be placed, Pd + 1, and the pose hypothesis Td + 1

for the next object to be placed Md + 1. Lines 3 and 4 of the

Algorithm 3: EXPAND(sd , (Md + 1,Td + 1),Pd + 1)

//sd : state at depth d (pose assignment for the
first d objects)
//(Md + 1, Td + 1): mesh model and pose hypothesis
for the (d + 1)th object
//Pd + 1: point cloud segment for (d + 1)th object

1. if d = N then
2. return NULL;

//maximum depth of tree is reached
3. foreach (MO,TO) 2 sd do
4. Pd + 1  Pd + 1 - POINTS_EXPLAINED(Pd + 1,MO, TO);

//remove points from Pd + 1 already assigned
to an object MO at TO in sd

5. Td + 1  TRIMMED_ICP((Md + 1,Td + 1),Pd + 1);
//pose is locally refined using trimmed-ICP

6. Td + 1  PHYSICS_SIM((Md + 1, Td + 1), sd);
//pose is locally refined based on physics
simulation

7. sd + 1  sd [ (Md + 1,Td + 1);
8. return sd + 1;
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algorithm iterate over the objects already placed in state sd

and remove points explained by these object placements

from the point cloud segment of the next object to be

placed. This step helps in achieving much better segmenta-

tion, which is utilized by the local optimization step of

Trimmed ICP (Chetverikov et al., 2002) in line 5. The

poses of objects in state sd physically constrain the pose of

the new object to be placed. For this reason, a rigid-body

physics simulation is performed in line 6. The physics

simulation is initialized by inserting the new object into the

scene at pose Td + 1, while the previously inserted objects

in the current search branch are stationary in the poses

T1:d . A physics engine is used to ensure that the newly

placed object attains a physically realistic configuration

(stable and no penetration) with respect to other objects

and the table under the effect of gravity. After a fixed num-

ber of simulation steps, the new pose Td + 1 of the object is

appended to the previous state to get the successor state

sd + 1.

The above primitive is used to search over the tree of

possible object poses. The objective is to exploit the con-

textual ordering of object placements given information

from physics and occlusion. This does not allow an addi-

tive rendering score to be defined over the search depth as

in previous work (Narayanan and Likhachev, 2016), which

demands the object placement to not occlude any part of

the already placed objects. Instead, this work proposes to

use a heuristic search approach based on MCTS utilizing

the upper confidence bound (UCB) formulation (Kocsis

and Szepesvári, 2006) to trade off exploration and

exploitation in the expansion process. The pseudocode for

the search is presented in Algorithms 4 and 5.

To effectively utilize the constrained expansion of states,

an order of object placements needs to be considered. This

information is encoded in a dependency graph, which is a

directed acyclic graph that provides a partial ordering of

object placements but also encodes the interdependency of

objects. An example of a dependency graph structure is

presented in Figure 5. The vertices of the dependency graph

correspond to the objects in the observed scene. Simple

rules are established to compute this graph based on the

detected segments P1:N for objects O1:N .

� A directed edge connects object Oi to object Oj if the

x–y projection of Pi in the world frame intersects with

the x–y projection of Pj and the z-coordinate (negative

gravity direction) of the centroid for Pj is greater than

that of Pi.
� A directed edge connects object Oi to object Oj if the

detected bounding-box of Oi intersects with that of Oj

and the z-coordinate of the centroid of Pj in camera

frame (normal to the camera) is greater than that of Pi.

The information regarding the independence of objects

helps to significantly speed up the search as the indepen-

dent objects are then evaluated in different search trees and

prevent exponential growth of the tree. This results in K

ordered list of objects, L1:K coming from the module

GET_DEPENDENCY of Algorithm 5, each of which is passed to

an independent tree search process for pose computation.

Algorithm 4: SEARCH

//M1:N : mesh models for all N objects
//P1:N : point cloud segments for all N objects
//h1:N : pose candidate sets for all N objects

1. Function MCTS (M1:N ,P1:N , h1:N )
2. S ;
3. L1:K  GET_DEPENDENCY(P1:N );

//L1:K is a partition of N objects into K subsets where objects belonging to different subsets
are physically independent of each other

4. foreach L 2 L1:K do
5. s0  ;
6. best render score 0;
7. best state s0

8. while search time\tth do
//tth is a pre-defined time budget.

9. si  SELECT(s0,M1:N ,P1:N , h1:N );
//si is the next state to be expanded based on UCB

10. fsN ,Rg  RANDOM_POLICY(si,M1:N ,P1:N , h1:N );
//sN is the state obtained by randomly selecting poses for all unplaced objects, i.e., not
in si. R is the rendered score for sN

11. if R.best render score then
12. best render score R;
13. best state sR;
14. BACKUP_REWARD(si,R);

//R is used to update estimated costs of all states s along the path from si to the root node.
15. S  T [ best state;
16. return S;

//S is a set of object poses for N objects
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The MCTS proceeds by selecting the first unexpanded

node starting from the root state. The selection of the next

state to be expanded takes place based on a reward associ-

ated with each state. The reward is the mean of the render-

ing score received at any leaf node in the state’s subtree

along with a penalty based on the number of times this

subtree has been expanded relative to its parent. This is the

UCB formulation (Kocsis and Szepesvári, 2006). Formally,

given a state s of the search tree, the next state to be

expanded is selected as

s = argmax
s02succ(s)

h(s0)

n(s0)
+ a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2log(n(s))

n(s0)

s
ð1Þ

where h(s) is the estimated score for state s, n(s) is the

number of times the subtree rooted at the state s has been

expanded, and a is the parameter that controls the trade-off

between exploration and exploitation in the search process.

The selected state is then expanded by using a

RANDOM_POLICY, which in this case is picking a random

object pose hypothesis for each of the succeeding objects

while performing the constrained local optimization at each

step. The output of this policy is the final rendering score

of the generated scene hypotheses. This reward is then

backpropagated in the step BACKUP_REWARD to all preceding

nodes. Thus, the search is guided to the part of the tree,

which gets a good rendering score but also explores other

portions, which have not been expanded enough (con-

trolled by the parameter a). Figure 5 visualizes these steps

of the MCTS pipeline.

5. Self-learning

Given access to an object detector and a pose estimation

process trained with the physics-based simulator, the self-

learning pipeline labels real-world images with a robust

multi-view pose estimation. This is based on the idea

that the detector performs well on some views, while it

might be imprecise or fail in other views. Aggregating 3D

data over the confident detections and with access to the

knowledge of the environment, a 3D segment can be

extracted for each object instance in the scene. This pro-

cess, combined with the fact that 3D models of objects are

available, makes it highly likely to estimate correct 6-DoF

poses of objects given enough views and search time. The

results of pose estimation are then projected back to the

multiple views and used to label real images. These exam-

ples are very effective to reduce the confusion in the classi-

fier for novel views. The process also autonomously

reconfigures the scene using manipulation actions to

apply the labeling process iteratively over time in different

scenes, thus generating a labeled dataset which is used to

re-train the object detector. The pipeline of the process is

presented in Figure 6 and the pseudocode is provided in

Algorithm 6.

A robotic arm is used to move the sensor to different

pre-defined camera configurations Tcam and capture RGB

and depth images of the scene (lines 2–3). The PRACSYS

motion planning library (Kimmel et al., 2012; Littlefield

et al., 2015) was used to control the robot in the accompa-

nying implementation.

The detector trained using physics-aware simulation is

then used to extract bounding boxes corresponding to each

object in the scene (line 7). There might exist a bias in

simulation either with respect to texture or poses, which

can lead to imprecise bounding boxes or complete failure

in certain views. For the detection to be considered for fur-

ther processing, a threshold is considered on the confi-

dence value returned by RCNN (line 8).

The pixel-wise depth information Seg3d within the con-

fidently detected bounding boxes bbox (line 9) is aggre-

gated in a common point cloud per object CloudO given

information from multiple views (line 10). The process

employs environmental knowledge to clean the aggregated

Algorithm 5: SEARCH MODULES

1. Function SELECT (s,M1:N ,P1:N , h1:N )
//s: state of the search tree
//M1:N : mesh models for all N objects
//P1:N : point cloud segments for all N objects
//h1:N : pose candidate sets for all N objects

2. while depth(s)\N do
3. if s has unexpanded child then
4. d depth(s);
5. Td + 1 NEXT_POSE_HYPOTHESIS(hd);

//Td + 1 is the next pose candidate for
(d + 1)th object that has not already
been expanded for state s.

6. return EXPAND(s, (Md + 1, Td + 1),Pd + 1);
//appends the pose Td + 1 to state s

7. else
8. Return best child s according to UCB Equation (1);
9. return s;

10. Function RANDOM_POLICY (s,M1:N ,P1:N , h1:N )
//s: state of the search tree
//M1:N : mesh models for all N objects
//P1:N : point cloud segments for all N
objects
//h1:N : pose candidate sets for all N objects

11. while depth(s)\N do
12. d  depth(s);
13. Td + 1  GET_RANDOM_HYPOTHESIS(hd + 1);

//Td + 1 is a random pose assigned to the
(d + 1)th object.

14. s EXPAND(s, (Md + 1,Td + 1),Pd + 1);
//appends the pose Td + 1 to state s.

15. return {s, render(s)};
16. Function BACKUP_REWARD (s,R)

//s: state of the search tree
//R: render score for the state s

17. while s 6¼ NULL do
18. n(s) n(s)+ 1;
19. h(s) h(s)+ R;

//number of expansions and estimated
cost of state s is updated

20. s parent(s);
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point cloud (line 11). Points outside the resting surface

bounds are removed and outlier removal is performed based

on k-nearest neighbors and a uniform grid filter.

Several point cloud registration methods were tested for

registering the 3D model MO with the corresponding

segmented point cloud CloudO (line 12). This included

Super4PCS (Mellado et al., 2014), fast global registration

(Zhou et al., 2016), and simply using the principal compo-

nent analysis (PCA) with ICP (Besl and McKay, 1992).

The Super4PCS algorithm used alongside ICP was found

Fig. 5. Left: How a dependency graph is built based on interactions between the object segments. The Kleenex object is placed

separately and does not need to be evaluated in the same tree as the others, whereas the placement of expo depends on the placement

of crayola. Right: One iteration of the MCTS process. The next state to expand is selected based on the previously computed score for

the states. The selected state is then evaluated by executing a random policy which keeps expanding state until all objects in the

current tree are placed. Finally, a rendering of this completely reconstructed scene is compared with the observed depth image to

compute a score for the state.

Algorithm 6: SELF-LEARN(dataset,Tcam,M1:N )

//dataset: synthetic training dataset
//Tcam: set of camera poses to collect images
//M1:N : mesh models for all N objects

1. while jdatasetj\ desired size do
2. foreach view 2 Tcam do
3. {RGBview, Dview} CAPTURE(view);

//RGB-D images are collected my moving the camera to all views in Tcam

4. foreach object O in the scene do
5. CloudO = ;;
6. foreach view 2 Tcam do
7. bbox SIM_DETECT(RGBview);

//bounding box is detected for object O in image RGBview

8. if conf(bbox) .e then
9. Seg3d CONVERT3D(bbox, Dview);

10. CloudO CloudO [ Seg3d;
//point cloud of object O is extracted from depth image according to bbox

11. OUTLIER_REMOVAL(CloudO);
12. TO  COMPUTE_6DPOSE(CloudO, MO);

//6D pose is computed given the point cloud segment and object model
13. foreach view 2 Tcam do
14. {labels, bboxs} PROJECT(TO, view);

//Estimated pose TO is used to generate bounding-boxes in all views
15. dataset dataset [ (RGBview, labels, bboxs);
16. randObj SAMPLE_RANDOM_OBJECT(M1:N );
17. RECONFIGURE_OBJECT(randObj);

//randomly selected objects are moved to pre-specified configuration.
18. Train Faster-RCNN using the expanded dataset;
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to be the most applicable for the target setup as it is the most

robust to outliers and returns a very natural metric for confi-

dence evaluation. Super4PCS returns the best rigid align-

ment according to the LCP. The algorithm searches for the

best score, using transformations obtained from four-point

congruences. Thus, given enough time, it generates the opti-

mal alignment with respect to the extracted segment.

After the 6-DoF pose is computed for each object, the

scene is recreated in the simulator using object models

placed at the pose TO and projected to the known camera

views (line 14). Bounding boxes are computed on the simu-

lated setup and transferred to the real images. This gives

precise bounding box labels for real images in all the views

(line 15).

To further reduce manual labeling effort, an autonomous

scene reconfiguration is performed (lines 16–17). The

robot reconfigures the scene with a pick and place

manipulation action to iteratively construct new scenes and

label them, as in Figure 7. For each reconfiguration, the

object to be moved is chosen randomly and the final con-

figuration is selected from a set of pre-defined configura-

tions in the workspace.

Finally, the Faster-RCNN network is re-trained with the

expanded dataset. The factors that prevent this process from

a label drift are as follows. (1) The network is re-trained

with a large number of accurate synthetic data. Thus, the

training is immune to some amount of label noise in the

self-labeled data. (2) Only the most confident detections

from multiple views are considered and a global-search-

based process for pose estimation is used to obtain the esti-

mates which are eventually used for labeling.

6. Evaluation

This section evaluates several aspects of the proposed

approach. It describes the experimental setup, evaluation

metrics and compares against baseline alternatives. The

evaluations are performed over four datasets with different

challenges in each, as described in Table 2. The Shelf&Tote

dataset (Zeng et al., 2017) offers 148 different configura-

tions of objects from the APC, placed in bins of a shelf

with challenging conditions such as occlusions and shiny

reflective surfaces of the shelf. In each scene, two to five

objects are supposed to be detected. The Extended Rutgers

RGBD dataset was created for the purpose of studying the

utility of the proposed physics-based pose estimation pro-

cess. RGB-D images for 42 different configurations of

objects were collected and ground-truth 6-DoF poses were

labeled for each object in the image. The dataset contains

Fig. 6. Automatic self-labeling pipeline: the detector trained with simulated data is used to detect objects from multiple views. The

point cloud aggregated from successful detections undergoes 3D segmentation. Then, Super4PCS (Mellado et al., 2014) is used to

estimate the 6D pose of the object in the world frame. The computed poses with high confidence are projected back to the views to

obtain precise labels over real images.

Fig. 7. Manipulator performing scene reconfiguration by

moving an object from one configuration on the table to another.
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the same 11 objects from the APC as the Shelf&Tote data-

set, representing different object geometries. Each scene

contains three objects to be detected and the object place-

ment is a mix of independent object placements, objects

with physical dependencies such as one stacked on/or sup-

porting the other object and occlusions. The dataset was

collected using an Intel RealSense sensor mounted over a

Motoman robotic manipulator. The Linemod (LM) dataset

(Hinterstoisser et al., 2012) is a popular dataset for evaluat-

ing pose estimation techniques. For several frames captured

from different views, one object instance is labeled per

scene. However, the scene has a clutter of other known and

unknown objects. Brachmann et al. (2014) labeled the pose

of all the known objects (eight object classes) in clutter for

one such test sequence. This test sequence referred to as

the Linemod-Occluded (LM-O) dataset has a high level of

occlusions in several views.

In the first section, the synthetic data generation pipe-

line and the effect of self-learning is evaluated on the

Shelf&Tote dataset. This is followed by a detailed summary

of performance and accuracy of the pose estimation

approach on the Extended Rutgers RGBD dataset. Finally,

the entire pipeline is evaluated on the LM and LM-O data-

set according to the recently published benchmark (Hodan

et al., 2018).

6.1. Evaluating the dataset generation pipeline

The dataset generation pipeline is evaluated for the task of

bounding-box object detection. A Faster-RCNN-based

(Ren et al., 2015) object detector is trained with the data-

sets generated from different pipelines. The most likely

bounding-box prediction for each of the known classes in

the scene is considered and a mean average precision

(mAP) is calculated. The predicted bounding-box is a true

positive when the intersection-over-onion (IoU) of the pre-

dicted bounding box with the ground-truth bounding-box

is greater than a threshold (set to a standard IoU value of

0.5).

To study how the object pose distribution affects the

training process, different techniques for synthetic data gen-

eration are evaluated. The results of experiments performed

on the Shelf&Tote dataset are presented in Table 3.

The following is a brief discussion of the dataset genera-

tion techniques used for the comparisons.

6.1.1. Training data generated using test data

distribution. The objective here is to establish an upper

bound for the performance of a detector trained with simu-

lated images. For this purpose, the object detector is trained

with the knowledge of pose distribution from the test data.

This process consists of estimating the density of the test

data with respect to object poses using kernel density esti-

mation, and generating training data according to this dis-

tribution. The sampled scenes were used to train a Faster-

RCNN detector, which achieved an accuracy of 69%.

Fig. 8. Images from training datasets. Left: Uniformly sampled synthetic data. Center: Training data from the Shelf&Tote dataset

(Zeng et al., 2017). Right: Dataset generated from the proposed physics-aware simulation.

Table 2. Statistics for the test datasets.

Shelf&
Tote

Ext.
Rutgers

LM LM-O

Number of objects 11 11 8 8
Number of scenes 148 42 8 3
Number of frames 2,220 42 1,600 200
Objects/scene 2–5 3 1 8
Sensor Intel Realsense Microsoft Kinect
Resolution 640× 480

Table 3. Evaluating object detection trained with synthetic data.

Method mAP (%)

Zeng et al. (2017) (benchmark) 75%
Sampled from test data distribution 69%
Sampled from uniform distribution 31%
Physics-aware simulation 64%
Physics-aware simulation
+ randomized illumination

70%

Method mAP (%)

Self-learning (2,000 images) 75%
Self-learning (6,000 images) 81%
Self-learning (10,000 images) 82%
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6.1.2. Uniformly sampled synthetic data. This alternative

is a popular technique for generating synthetic data. It

uses 3D models of the objects to render their images from

several viewpoints sampled on a spherical surface cen-

tered at the object. The background image corresponded

to the APC shelf, on top of which randomly selected

objects were pasted at sampled locations. This process

allows to simulate occlusions and mask subtraction pro-

vides the accurate bounding boxes in these cases. The

objects in these images are not guaranteed to have physi-

cally realistic poses. This method of synthetic data gener-

ation does not perform well on the target task, giving a

low accuracy of 31%.

6.1.3. Generating training data with physics-aware

simulation. The accuracy of 64% achieved by the pro-

posed physics-aware simulator is close to the upper bound.

By incorporating the knowledge of the camera pose, rest-

ing surface and by using physics simulation, the detector is

essentially constraining the distribution of poses to resem-

ble the one from which the test data comes.

The results discussed until now were with respect to a

constant lighting condition. As the dataset grows, a dip in

the performance is observed. This is expected as the detec-

tor overfits with respect to the synthetic texture, which does

not mimic real lighting conditions. This is not desirable,

however. To deal with this issue, the lighting conditions are

varied according to the location and color of the light

source. This does resolve the problem to some extent but

the dataset bias still limits performance to an accuracy of

70%.

Once a detector is trained with the dataset from simula-

tion, the self-learning pipeline is executed. It is used to

automatically label training images from Shelf&Tote data-

set. The real images are incrementally added to the simu-

lated dataset to re-train the Faster-RCNN. This results in a

performance boost of 12%. This result also outperforms the

training process by Zeng et al. (2017) which uses approxi-

mately 15,000 real images labeled using background sub-

traction. The reason that the proposed method outperforms

a large dataset of real training images is that the proposed

system contains labels for objects placed in a clutter and

not just single instances of objects.

The detector trained from the self-learning pipeline is

also evaluated on the task of multi-view pose estimation.

Table 4 compares the Faster-RCNN-based detector trained

with the proposed dataset generation technique to a fully

convolutional network (FCN) trained with dataset genera-

tion process from Zeng et al. (2017). Different algorithms

for estimating the 6D pose is considered and the success is

reported by counting the instances when the pose predic-

tion encounters an error in translation less than 5 cm and

mean error in the rotation less than 158. It is also interesting

to note that the success in pose estimation is on a par with

the success achieved using ground-truth bounding boxes.

6.2. Evaluating the search-based pose estimation

In this section, the proposed MCTS-based algorithm is

evaluated over the Extended Rutgers RGBD dataset. The

scenes in the dataset express three different levels of inter-

action between objects, namely, independent object place-

ment where an object is physically independent of the rest

of objects, two-object dependencies where an object

depends on another, and three-object dependencies where

an object depends on two other objects.

The evaluation is performed by computing the error in

translation, which is the Euclidean distance of an object’s

center compared with its ground-truth center (in centi-

meters). The error in rotation is computed by first trans-

forming the computed rotation to the frame attached to the

object at ground truth. The rotation error is the average of

the roll, pitch, and yaw angles (in degrees) of the transfor-

mation between the returned rotation and the ground-truth

one, while taking into account the object’s symmetries,

which may allow multiple correct answers. The results pro-

vide the mean of the errors of all the objects in the dataset.

The evaluation was first performed for methods that rea-

son about one object at a time, i.e., methods that do not

perform any scene-level reasoning. These approaches trust

the segments returned by the object segmentation module

and perform model matching followed by local refinement

to compute object poses. The results of performing pose

estimation over the collected dataset with some of these

techniques are presented in Table 5. Zeng et al. (2017)

developed a system for pose estimation towards the APC

2016. The system uses a FCN to get pixel-level

Table 4. Evaluating pose estimation on model learnt from self-learning process.

2D-segmentation method 3D-registration method Mean-error
rotation (deg)

Mean-error
translation (m)

Success (%)

Ground-truth bounding-box PCA + ICP 7.65 0.02 84.8
FCN (trained with Zeng et al. (2017)) PCA + ICP 17.3 0.06 54.6
FCN (trained with Zeng et al. (2017)) Super4PCS + ICP 16.8 0.06 54.2
FCN (trained with Zeng et al. (2017)) fast-global-registration 18.9 0.07 43.7
Faster-RCNN (Proposed training) PCA + ICP 8.50 0.03 79.4
Faster-RCNN (Proposed training) Super4PCS + ICP 8.89 0.02 75.0
Faster-RCNN (Proposed training) fast-global-registration 14.4 0.03 58.9
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segmentation of objects in the scene, then uses PCA for

pose initialization, followed by ICP to get the final object

pose. This system was designed for shelf and tote environ-

ments and often relies on multiple views of the scene.

Thus, the high error in pose estimates could be attributed

to the low recall percentage in retrieving object segment

achieved by the semantic segmentation method, which in

turn resulted in the segment not having enough information

to compute a unique pose estimate. The second system

tested uses a Faster-RCNN-based object detector trained

with the physics-based dataset generator as described pre-

viously. The point cloud segments extracted from the

bounding box detections were used to perform pose estima-

tion using two different approaches: (i) PCA followed by

ICP and (ii) Super4PCS followed by ICP (Besl and

McKay, 1992). Even though the detector succeeded in pro-

viding a high recall object segment on most occasions, in

the best case the mean rotation error using local approaches

was still high (10.5�). This was sometimes due to bounding

boxes containing parts of other object segments, or due to

occlusions. Reasoning only at a local object-level does not

resolve these issues.

The proposed search framework was used to perform

pose estimation on the dataset. In each scene, the depen-

dency graph structure was used to get the order of object

placement and initialize the independent search trees.

Then, the object detection was performed using Faster-

RCNN and congruent set matching was used to generate

pose candidates, which were clustered to get 25 representa-

tives per object. The search is performed over the com-

bined set of object candidates and the output of the search

is an anytime pose estimate based on the best rendering

score. The stopping criterion for the searches was defined

by a maximum number of node expansions in the tree, set

to 250, where each expansion corresponds to a physics

simulation with Bullet and a rendering with OpenGL, with

a mean expansion time of ;0:2 s per node. The search was

initially performed using a depth-first heuristic combined

with the LCP score returned by the Super4PCS for the pose

candidates. The results from this approach, PHYSIM-

Heuristic (depth + LCP), are shown in Table 5, which

indicates that it might be useful to use these heuristics if

the tree depth is low (one and two object dependencies).

As the number of object dependencies grows, however, one

needs to perform more exploration. For three-object

dependencies, when using 250 expansions, this heuristic

search provided poor performance. The UCT MCTS was

used to perform the search, with UCBs to trade off explora-

tion and exploitation. The exploration parameter was set to

a high value (a = 5, 000), to allow the search to initially

look into more branches while still preferring those that

give a high rendering score. This helped in speeding up the

search process significantly, and a much better solution

could be reached within the same time. The plots in

Figures 10 and 11 captures the anytime results from the

two heuristic search approaches. Figure 12 shows some of

the images from the Extended Rutgers RGBD dataset and

the corresponding results from the UCT MCTS process.

To study the effect of training on the pose estimation

process, an experiment was performed which utilizes the

ground-truth segmentation of objects and performs the

PHYSIM-MCTS to generate object poses. This resulted in

a rotation error of 2.94� and a translation error of 0.7 cm.

This is not significantly different from the results with the

proposed process which indicates that the bounding-box

detector trained from the autonomous dataset generation

Table 5. Comparing our approach with different pose estimation techniques.

Method No dependencies 2-object dependencies 3-object dependencies All

Rot.
Err.

Trans.
Err.

Rot.
Err.

Trans.
Err.

Rot.
Err.

Trans.
Err.

Rot.
Err.

Trans.
Err.

APC-Vision-Toolbox 15.5� 3.4 cm 26.3� 5.5 cm 17.5� 5.0 cm 21.2� 4.8 cm
Faster-RCNN + Super4PCS + ICP 2.4� 0.8 cm 14.8� 1.7 cm 12.1� 2.1 cm 10.5� 1.5 cm
PHYSIM-Heuristic (depth + LCP) 2.8� 1.1 cm 5.8� 1.4 cm 12.5� 3.1 cm 6.3� 1.7 cm
PHYSIM-MCTS (proposed approach) 2.3� 1.1 cm 5.8� 1.2 cm 5.0� 1.8 cm 4.6� 1.3 cm

Fig. 9. Results of object detection before and after training with

the self-learning process. The detector learns to predict more

precise bounding boxes. It can also detect objects better from

novel views.
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pipeline already provides enough information for this pose

estimation process. Some of the reasons for failures in pose

estimation when evaluated with ground-truth segmentation

were found to be because of pose averaging when using

cluster centers as pose representatives resulting in the fail-

ure of local optimization and when the depth sensor did

not return points for some reflective surfaces.

6.3. Evaluating over benchmark for pose

estimation

In this section, the entire pipeline is evaluated over the

Linemod (Hinterstoisser et al., 2012) and the Linemod-

Occluded (Brachmann et al., 2014) datasets. Evaluation is

performed according to the benchmark (Hodan et al., 2018)

for eight objects as shown in Figure 13, which have corre-

sponding ground-truth pose labels in both the datasets. The

accuracy is measured in terms of the visual surface discre-

pancy (VSD) metric as defined in Hodan et al. (2018) with

a misalignment tolerance of t = 20 mm and correctness

threshold u = 0:3. Given these parameters, the error is cal-

culated by rendering the object model at the predicted and

the ground-truth pose as depth maps S and S0. These are

compared with the actual depth map of the image to obtain

visibility masks V and V 0 and the error is calculated as

evsd = avg
p2V\V 0

0, if p 2 V \ V 0 ^ jS(p)� S0(p)j\t

1, otherwise

�

A pose is counted as correct if evsd\u. Finally the recall

rate per object and over the entire dataset are presented in

the Table 6.

To compare the proposed approach, first synthetic train-

ing data was generated based on the developed pipeline.

Some examples of the generated images are shown in

Figure 13. Overall 30,000 RGB and corresponding depth

Fig. 10. Rotation error in degrees as a function of the number of

iterations.

Fig. 11. Translation error in centimeters as a function of the

number of iterations.

Fig. 12. Example images from Extended Rutgers RGBD dataset and accompanying results from the MCTS process. The results are

visualized in the lightweight physics engine (Bullet), which plays an integral part in performing the local optimization in this pipeline

and ensures that the returned results are physically stable configurations.
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images are generated along with per pixel class labels. To

generate this dataset, the intrinsic camera parameters,

object texture, and pose of the table are kept constant. The

pose of the object over the table is varied randomly over

x, y position and yaw while the rest of the pose parameters

are kept constant. Finally, physics simulation is applied to

get a physically consistent scene which is rendered from 20

different viewpoints. The viewpoints are sampled randomly

from a hemisphere of radius varying in a range similar to

the test dataset. The camera sampling policy and range val-

ues are similar to those used for generating the training

data in Hodan et al. (2018). Other scene parameters such

as light position, light color, object material emission,

background, and texture of the table are varied randomly

within a pre-specified domain.

An FCN (Long et al., 2015) is trained with the generated

data to obtain pixel-level classification and the output is used

to guide the pose estimation process. The choice of using an

FCN instead of Faster-RCNN was due to the fact that several

unknown objects are present in the scene and predicting one

definite location for an object in the scene would reduce the

recall rate for the recognition task. In the Linemod dataset

only one object needs to be estimated in each frame. To per-

form this task, first the pose of the table is computed using a

RANSAC-based process and the direction of gravity is

assumed to be perpendicular to the surface of the table.

Then, 50 pose candidates are considered for the object based

on the segmentation output and each of these are locally opti-

mized based on physics simulation and ICP in the MCTS

process. Finally, the score is computed to select the best

Table 6. Evaluating the performance of the proposed search process on the Linemod and Linemod-Occluded dataset according to the

recent benchmark (hodan2018bop) in pose estimation.

Linemod (recall %)

1 5 6 8 9 10 11 12 All

Hodaň et al. (2015) 91 91 97 69 90 97 81 79 86.9
MCTS 93 90 87 90 80 97 80 65 85.3
Vidal et al. (2018) 89 92 96 89 87 97 59 69 84.8
Drost et al. (2010) 86 93 87 92 66 96 53 67 80.0
Drost et al. (2010) (Edge) 77 98 94 96 45 94 68 66 79.8
Brachmann et al. (2016) 91 86 90 72 85 79 46 67 77.0
Hoda_n et al. (2015) (NR) 91 66 87 49 92 90 65 63 75.4
Brachmann et al. (2014) 74 88 66 81 69 66 50 75 71.1
Kehl et al. (2016) 60 79 68 68 42 91 45 42 61.9
Buch et al. (2017) (ppfh) 77 84 60 59 75 67 24 39 60.6
Buch et al. (2017) (si) 40 81 47 8 36 43 18 3 34.5
Buch et al. (2017) (ecsad) 31 66 3 0 9 49 1 0 19.9
Tejani et al. (2014) 36 1 0 11 1 70 27 0 18.3
Buch et al. (2016) (ppfh) 11 3 7 7 18 12 4 3 8.1
Buch et al. (2017) (shot) 3 9 4 3 2 10 1 0 4.0
Buch et al. (2016) (ecsad) 2 5 0 4 5 8 0 0 3.0
SL-MCTS — — — — — — — — —

Linemod-Occluded (recall %)

1 5 6 8 9 10 11 12 All

SL-MCTS 50 71 43 68 72 46 33 66 60.3
Vidal et al. (2018) 66 81 46 65 73 43 26 64 59.3
MCTS 48 59 35 78 71 48 32 65 58.4
Drost et al. (2010) 62 75 39 70 57 46 26 57 55.4
Drost et al. (2010) (Edge) 47 82 46 75 42 44 36 57 55.0
Brachmann et al. (2016) 64 65 44 68 71 3 32 61 52.0
Hodaň et al. (2015) 54 66 40 26 73 37 44 68 51.4
Brachmann et al. (2014) 50 48 27 44 60 6 30 62 41.5
Buch et al. (2017) (ppfh) 59 63 18 35 60 17 5 30 37.0
Hoda_n et al. (2015) (NR) 47 35 24 12 63 9 32 53 34.4
Kehl et al. (2016) 39 47 24 30 48 14 13 49 33.9
Buch et al. (2017) (si) 54 63 11 2 16 9 1 3 20.4
Buch et al. (2017) (ecsad) 29 29 0 0 7 8 1 0 9.6
Tejani et al. (2014) 26 2 0 1 0 0 10 0 4.5
Buch et al. (2016) (ppfh) 4 0 0 2 11 1 1 1 2.3
Buch et al. (2017) (shot) 2 7 0 0 1 1 1 0 1.5
Buch et al. (2016) (ecsad) 1 3 0 2 2 0 0 0 1.0
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candidate. Owing to the presence of unmodeled clutter, the

optimization cost cannot assume that the entire scene can be

explained by the estimated pose of known objects. Thus, the

optimization cost for this dataset is set so as to maximize

only the alignment of the rendered depth map of the object at

the predicted pose with the observed depth map. The align-

ment is computed with a distance threshold of 10 mm and a

surface normal tolerance of 308. The surface normal is used

to avoid cases where the objects are falsely assigned to parts

of large flat surfaces.

On the Linemod-Occluded dataset, pose for eight objects

need to be estimated in every image with a high level of

occlusion. Two separate tests are performed on this dataset.

In the first experiment the FCN is trained with just syn-

thetic data from the proposed pipeline and the output is

used to guide the MCTS process to estimate the pose for all

eight objects present in the scene. An example of the pre-

diction is visualized in at the bottom-left of Figure 13. In

the second experiment, the FCN is re-trained with addi-

tional images from the Linemod dataset which are labeled

using the confident estimates from the pose estimation over

the entire dataset and projected to all the different views.

Note that in this case only the segment corresponding to

one object could be extracted from each image of the

Linemod dataset, so a mask is used during the training pro-

cess to only use that small part of the image which corre-

sponds to the object and ignores the rest. This presents only

positive samples for training on real data and thus not a

very significant improvement can be seen from this task.

The performance corresponding to this experiment is

referred to as the MCTS-SL in Table 6.

Overall, the proposed approach achieves state-of-the-art

performance on both of these datasets. On the Linemod

dataset, the proposed pipeline which is just trained on syn-

thetic data achieves 85.3% accuracy that is just slightly

below the template matching work of Hodaň et al. (2015)

(86.9%) in terms of overall success. Although template

matching works well in cases of less occlusion, it fails to

achieve a high recall on occluded datasets. Thus, on the

Linemod-Occluded dataset, our proposed approach

achieves the highest recall rate of 60.3% when the entire

pipeline is used. When the self-learning component is not

used, the performance is still just slightly below the top

performing method of Vidal et al. (2018).

Some examples of the successful estimates and failure

conditions on this dataset are presented in Figure 13. One

of the cases for failure is the presence of unmodeled

objects on which the target object are physically dependent

(Eggbox object in the bottom-right corner of the figure).

The other failure case is that of object models getting good

alignment scores with similar looking and large surfaces in

the image (first three failure cases in the figure).

6.4. Limitations

One of the limitations of global reasoning, as in this

approach, is the time required for computing and searching

over an extensive hypotheses set. In particular, owing to

the hierarchical clustering approach that was adapted to

consider object specific distances, the hypotheses genera-

tion time for an object can be in the order of multiple sec-

onds. The search process, which seemed to converge to

good solutions with 150 expansions for three-object depen-

dencies, takes approximately 30 seconds. Nevertheless,

both of these processes are highly parallelizable. Future

work can perform the hypotheses generation and the search

with parallel computing. Another limitation of this work in

the current form is the assumption that the objects are non-

transparent and rigid. For transparent objects, this is due to

the lack of depth data on the surface of these objects.

7. Discussion

This work provides a comprehensive framework for 6- DoF

pose estimation of objects placed in clutter. It leverages the

advantages of recent success in deep learning without the

need for any manual effort in data collection and labeling.

Fig. 13. Performing pose estimation over Linemod and Linemod-Occluded datasets. The visualizations demonstrate (left) the object

models and final result of the pose estimation process on RGB-D data, (middle) the training data generated from the proposed

pipeline, and (right) some instances of successful estimates as well as failure cases on the Linemod-Occluded dataset with high level

of occlusion.
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It offers a novel way of performing pose estimation for

objects placed in clutter by efficiently searching for the

best scene explanation over the space of physically consis-

tent scene configurations. It also provides a method to con-

struct these sets of scene configurations by using state-of-

the-art object detection and model registration techniques,

which by themselves are not sufficient to give a desirable

pose estimate for objects. The evaluations indicate signifi-

cant performance improvement in both the tasks of object

detection and pose estimation using the proposed approach.

The limitations mentioned in the previous section encour-

age future work on fast and robust hypotheses generation

and developing a method to systematically and quickly

cluster object poses in SE(3), while taking into consider-

ation the symmetries of objects. There is also a wide inter-

est in bridging the domain gap between simulated and real

images by domain randomization (Tobin et al., 2017) or

with a generative learning technique (Shrivastava et al.,

2017). The current work could leverage such techniques to

provide an even better initialization to this process.
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